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Abstract: Machine translation of low-resource Indian languages is necessary 

as most of the regions still know and speak their specific dialects and are still 

not comfortable understanding the English language. Indian languages are 

morphologically rich, due to which there are two big challenges, Ambiguity 

and Domain adaption, which are faced by researchers during the translation. 

Lack of data also increases the challenge for the researchers. In this study, we 

proposed a novel machine translation model that uses a single candidate 

optimization algorithm for loss optimization and have proved through results 

that it is more optimal than traditional gradient-based algorithms. We have used 
byte pair encoding for tokenization and then BERT is used for contextualized 

word embedding. The novelty is induced in our model as the traditional 

transformer model is used with a variation of loss optimization using a single 

candidate optimization technique during training to refrain from overfitting 

rather than traditional gradient-based techniques. The results have been 

compared with other state-of-the-art models and described in tabular form. 

 

Keywords: Low Resource Language, Machine Translation, Byte Pair 

Encoding, Fine-Tuning, Loss Optimization 

 

Introduction 

Natural Language Processing (NLP) is a field of 

Artificial Intelligence (AI) that focuses on the interaction 

between computers and humans through natural language. 

The primary goal of NLP is to enable machines to 

understand, interpret and generate human language in a 

way that is both meaningful and contextually relevant. It 

has drawn attention after the development of machine 

learning. It is used to digitally characterize and understand 

language for communication. The artificial neural 

networks are used to build natural language processing 

models for different text processing applications which is 

shown in Fig. (1). 

NLP is the study of how to utilize computers to 

comprehend and modify natural language for additional 

research and include computer techniques for the 

automatic analysis and interpretation of different types of 

human language (Satpute and Agrawal, 2023). 
NLP is divided into two parts Natural Language 

Generation (NLG) and Natural Language Understanding 

(NLU). In NLU sentiment analysis, text summarization is 

two tasks and in NLG there is text translation. 

 
 
Fig. 1: Application areas of natural language processing 

(Satpute and Agrawal, 2023) 

 

Traditional MT models have data-driven rules which 

were created by handwriting rules to map lexical and 

syntactic structure between two languages. The Statistical 

Machine Translation (SMT) models have rule-based 

feature extraction to build NMT where neural networks 

are used to extract the features directly from data. These 

models have a limitation in that they need a large corpus 
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to produce better results. In our proposed work there are 

two big challenges first, it is a low-resource language 

and second building a model that can achieve 
unambiguous translation from low low-resource 

language is challenging. Our research hypothesis is 

based on the paper by Philip et al. (2019) (Koehn and 

Knowles, 2017), after referring to the paper we came 

across ambiguity as one of the major challenges in the 

translation of low resource languages. 

In our proposed model we have used the transformer 

model which has the following contributions: 

 

1. For the elimination of Out of Vocabulary (OoV) 

words, training data is being tokenized and 
segmented using Byte Pair Encoding (BPE) as BPE 

has the advantage of using it in any corpus with even 

small units 

2. Implementation of Single Candidate Optimization 

(SCO) for loss optimization of Loss function 

3. Six-layer encoder decoder transformer model is 

implemented in which SCO optimization technique 

is used 

4. It is being proved by experimental results that our 

model is better than traditional gradient-based loss 

optimization models like stochastic gradient 

descent etc., 
 

Literature Survey 

Neural Network-based Machine Translation (NMT) 

models, which are a new paradigm as illustrated in 

Bahdanau et al. (2014); Bhaduri (1990); Sutskever et al. 

(2014); Vaswani et al. (2017), have achieved an 

improvement in translation performance and significantly 

reduced the quality gap between machine and human 

translations between some languages (Hassan et al., 2018; 
Tan et al., 2019). NMT frameworks that are available to 

perform research and development in this field are 

described in these papers (Junczys-Dowmunt et al., 2018; 

Klein et al., 2017; Ott et al., 2019; Senellart et al., 2018). 

Unlike statistical machine translation models, which are 

composed of multiple independently designed sub-

components, Neural Machine Translation (NMT) 

employs a single neural network to directly learn the 

mapping between source sentences and their translations 

through an end-to-end training approach. 

NMT models aims to learn a conditional language 
model or the likelihood of the target sentence given the 

source sentence can auto-decompose and represent 

millions of translation possibilities and is largely 

responsible building efficient translation models. 

Phrase or rule-based MT, is the end-to-end learning 

technique of NMT, explicitly models the mapping from 

source to target language through a posterior probability 

(Bentivogli et al., 2016; Gaido et al., 2024). These 

models depend heavily on the availability of massive 

parallel data, building efficient NMT systems for 

languages with limited resources thus becomes a 

challenging task (Koehn and Knowles, 2017). 

Bahdanau et al. (2014) have proposed attention 
models which have proved to be breakthrough in building 
NMT models and gives good results on sequential 
models. In this study the context vectors are being 
multiplied by the weighted score which depend upon the 
type of word going to be translated (Bahdanau et al., 2014). 

Luong et al. have proposed another work on attention 
models where they have applied it on two levels the local 
level and the global level. The terminology local approach 
where a subset of words is taken into consideration when 
determining the weighted score for context vectors and in 
global approach, we have all source words to compute the 

attention score (Luong et al., 2015). 
Tan et al. have proposed another variant of attention 

models known as hard and soft attention models which are 
being computationally less expensive than the previous 
attention models (Tan et al., 2019). 

Vaswani et al. have developed transformers which 
have begun an era of parallel computing in NMT and it got 
adapted very quickly. The biggest advantage of 
transformers is it run of multiple heads and is not depended 
on sequential computation (Vaswani et al., 2017). 

Devlin et al. (2018) have proposed Bidirectional 
Encoding Representation from Transformers (BERT) to 

generate quality embedding vectors. The BERT has two 
main components pretraining and fine tuning. In 
pretraining the models is trained using masking called 
Mask Language Models (MLM) and then in fine tuning 
neural networks are used to fine tune the parameters 
(Devlin et al., 2018). After BERT many more versions of 
BERT have come, we will analyze some of them and try 
to see their advantages. Devlin m-BERT which is 
popularly known as BERT is used for multilingual models 
which can support more than 100 languages. 

Status of NMT Research work and Challenges in 

Indian languages 

Hindi is the primary language spoken by the majority 

of Indians, which is followed by Tamil, Malayalam, 

Marathi, Telugu, Punjabi, etc. The majorities of people 
who reside in rural areas do not even speak or understand 

English (Haddow et al., 2022). 

This section focuses on research work done on various 

major Indian languages and their results related to neural 

machine translation. Dialects of Indian languages due to 

morphological complexity and diversity makes MT is a 

difficult problem (Ott et al., 2019). 

Machine Translation (MT) for Indian languages has 

already been investigated using rule-based or statistical 

methods. Statistical Machine Translation (SMT), which is 

phrase-based, is being replaced by Neural Machine 
Translation (NMT), which has demonstrated encouraging 

results for a number of language pairs. 
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Kunchukuttan et al. (., 2014) have proposed a paper 

which is based on phrase-based statistical machine 

translation system which has been tested on 110 different 

language pairs using Indian Language Corpora Initiative 

(ILCI). This was one of the largest exercises done in terms 

of both number of language pairs and corpus size 

(Nakazawa et al., 2020; Kunchukuttan et al., 2014). 

Chakrawarti and Bansal have proposed a SMT model 

to analyze the ambiguity and translation divergence 

problem. In their work they have proposed seven module 

approach to solve the mentioned issue (Chakrawarti and 

Bansal 2017). They have employed lexicalized reordering 

and Moses for phrase extraction in statistical phrase-based 

machine translation for Indian languages but not able to 

address ambiguity removal solutions for low resource 

languages (Ghazal, 2015). 

Cho et al. (2014) have proposed a model where phrase 

representations are learned using RNN encoder-decoder 

for statistical machine translation. In this study they two 

Recurrent Neural Networks (RNNs) makes up the RNN 

encoder-decoder architecture, a neural network model. In 

this model one RNN known as encoder converts a 

sequence of symbols into a fixed length vector 

representation and the other RNN called the Decoder, 

decodes the representation into a different sequence of 

symbols, (Cho et al., 2014). 

Machine translation of Hindi-English (Hi-En) 

combination, which has a high resource data, has received 

a BLEU score of 56 (Gain et al., 2022). The results 

obtained from Hindi to English Translation act as baseline 

for many Indian languages translation. Indian languages 

are morphologically rich, making word organization in 

devnagri script a critical issue. B. Gain et al. (2022) have 

proposed a chat bot in Hindi to English which has 

achieved a BLEU score of (Gain et al., 2022). 

Philip et al. (2019) have conducted an experiment on 

six languages and their related translations. In their work 

on translating six Indian languages to English and from 

English to six languages the maximum BLEU score of 22 

has been achieved (Philip et al., 2019). 

According to recent studies by Khan et al. (2017) the 

accuracy of machine learning translation models in 

translating other Indian languages (such as Bengali, 

Tamil, Punjabi, Urdu and Gujarati, Telugu, Kannada and 

Malayalam) is just 10%, aside from "hi-en" translation 

(Khan et al., 2017); Choudhary et al. have proposed an 

English to Tamil translation model with BLEU score of 

8.33 (Choudhary et al. 2018). 

Goyal and Sharma (2019) proposed a NMT system 

of IIIT-H for WMT19 evaluation. In their task they have 

used an attention model for Gujarati to English news 

translation and they have achieved a BLEU score of 9.8. 

The challenge which they have addressed is the low 

resource data (Dongare, 2024).  

Deep et al. (2020) proposed a model that claims to 

provide a BLEU score of 38.30 for Punjabi to English and 

36.96 for English to Punjabi translations. The Punjabi 

language is not as low resource corpus as we have for 

Bhojpuri or other languages and good efforts have been 

made in translating English to Punjabi (Deep et al., 2020). 

Singh et al. they have used powerful attention models 

which has given a BLEU score of 24.48 approximately 

for both type of translation (Singh et al., 2018). 

A work by Mozammel Haque and Hasan have 

proposed a model, claiming that the sentences produced 

in translating English sentence to Bengali by their model 

are more semantically correct than the sentences produced 

by google translator (Haque and Hasan, 2018). There are 

very few studies done in English to Bengali language and 

many of them are not up to the mark. Their model has 

produced the accuracy of more than 97%, The real 

challenge lies in making correct sentences as Bengali is 

very complicated language, so some specific translating 

rules are proposed in this study. 

Muhammad Aslam Sipra in his study on word 

borrowing for the English to Urdu translation, 

demonstrated that there are three ways to accomplish this 

task: Directly, with little or no change; using a translator 

to translate from English to Urdu; or thirdly, by 

combining Urdu and English. In his paper he has not given 

any specific information about any NMT technique or any 

methodology regarding embedding vector designing 

(Haque and Hasan, 2018). 

Lingam et al. (2014) have proposed a rule-based 

approach to translate English to Telugu language 

translation mechanism this is the only work got found 

during the survey of researches dome in this particular 

domain (Lingam et al., 2014). There MT system claimed 

to give 92% of efficient translation and other sentences 

were partially correct. The gap here lies in implementation 

of more exotic model which is based on NMT concepts 

which can produce more semantically correct sentences. 

Chethan et al. (2014) have implemented a MT system 

for English to Kannada, they have implemented a rule-

based MT system which generates target language words 

from source language morphological information. The 

major challenges which were faced in implementing 

English-Kannada MT are the difference in word order of 

English to Kannada and second one is PNG (Pronoun, 

Noun and Gender) (Chethan et al., 2014). 

Kunchukuttan et al. (2014) have worked on a project 

AI4Bharat-IndicNLP corpus in which they have created 

corpus and embedding vectors for NLP translation of 

Indian languages (Kunchukuttan et al., 2014). 

Shukla et al. (2023) presented a schema that appraised 

google translator for translating Bhagavat Gita and 

Upanishads to Hindi. For this purpose, a manual created 

corpus was used for training. The schema consists of 

BERT based language model, then implemented semantic 
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and sentiment analysis. This analysis contains certain 

features of language translations such as metaphor, 

imaginary and contextual significance. Even though the 

quality evaluation of the model was found to be better, but 

without knowing the context there were more 

misinterpretations in the translation. 

Kakwani et al. (2020) in their work have introduced 

number of unique datasets and language generation 

models, including Indic Corp, IndicNLG Suite, 
IndicGLUE, IndicXtreme (coming soon) and 

Naamapadam (coming soon). The 8.5 billion words in 

Indic Corp were compiled from monolingual corpora in 

11 Indian languages (Kakwani et al., 2020). 

For five different language generation tasks spanning 

11 Indic languages, the IndicNLG suite includes training 

and evaluation datasets. One of the biggest collections of 

multilingual generating datasets exists here. The 

benchmark for six NLU tasks across 11 Indian languages 

is provided by IndicGLUE. 

The quality of the translated text is being examined on 
some metrics like the BiLingual Evaluation Understudy 

(BLEU) score, a BLEU score between 0.6-1.0 is 

considered to be a good translated score. Metric for 

Evaluation of Translation with Explicit Ordering 

(METEOR) is a machine translation metric based on 

precision and recall it has a range of 0-1 where 1 is best. 

RIBES is another performance evaluation metric for 

automated machine translation text having a score in the 

range of 0-1. GLEU abbreviated as Google-BLEU score 

is another measure to estimate the quality of the translated 

text it is based on the concept of precision and recall and 

has a score range of 0-1. 
In this literature survey we have found that very little 

work is being done on unexplored languages like the 

Bhojpuri language and the translation process which are 

available not able to resolve ambiguity, our proposed 

model has tried to resolve ambiguity and also produced 

better translation results when finetuned on existing 

models like Indian Bi-directional and Autoregressive 

Transformer (Indic-BART) (Dabre et al., 2022), 

Transformers (Vaswani et al., 2017), Indian Bidirectional 

Encoding Representation Techniques (Indic-BERT) 

which is a multilingual ALBERT Model a BERT class 
model. The comparative analysis of the above-stated 

models concerning our proposed model Single Candidate 

Loss Optimization (SCLO) model, is given in Table (1) 

for Bi-Lingual Transformer models and Table (2) for 

Multilingual Transformer models. 

 
Table 1: Comparison of SCLO with bilingual and multilingual 

models 

Model Name Score (general) Score (ambiguity) 

SCLO Model 0.77(BLEU) 0.61((BLEU)) 

Indic-BART 0.65(BLEU) 0.51(BLEU) 

Transformers 0.61(BLEU) 0.50(BLEU) 

Indic-BERT 0.43(GLEU) 0.37(GLEU) 

Proposed Model 

In this proposed model Lexical Ambiguity problem 

has been resolved for English-Bhojpuri language 

translation. There are three components in this model, the 

Single Candidate Loss Optimization (SCLO) technique is 

used for loss optimization of the loss function and acts as 

an optimizer in the transformer translation model, the 

BERT model for contextualized word embedding and 

transformers for translation. After every epoch, we pass 

the updated single candidate loss optimization function 

and pass the values to the model for learning weight 

parameters. In this section we have two sub-sections in the 
first one we will discuss the concept of SCLO and analyze 

the important hyperparameters, in the second section 

architecture of the model is being discussed along with the 

implementation of SCLO in the model. 

Single Candidate Loss Optimization Algorithm 

Recent development in artificial intelligence and its 

related technologies like natural language processing in 

the last decade has made the real-world optimization 

problem more challenging and it gives motivation for the 
development of fast and efficient algorithms. In 

optimizing deep learning algorithms, we are relying on 

gradient based optimization algorithms which are prone 

to either vanishing gradient or exploding gradient 

problems. The proposed solution to this problem is to use 

single candidate solution-based algorithm. The Single 

Candidate Optimization (SCO) algorithm (Shami et al., 

2024) is a single candidate-based optimization algorithm 

rather than most of the existing algorithms which rely on 

swarm of particles and we have modified the 

implementation of SCO for optimizing the loss function 
in machine translation. 

SCLO is a two-phase algorithm combining two well-

known meta-heuristic strategy to form single robust 

algorithm. The purpose of two-phase algorithm is to 

provide diversity and balance between exploration and 

exploitation. 

The first phase is SCLO terminates when α function 

evaluations performs and second phase concludes after β 

evaluations where T = α + β. In the first phase of SCLO 

candidate 𝑥𝑖 updates its positions by using following set 

of equations: 
 

𝑥𝑖 =  {
𝑔𝑏𝑒𝑠𝑡𝑖 + (𝑤|𝑔𝑏𝑒𝑠𝑡𝑖|) 𝑖𝑓 𝑟1 < 0.5

𝑔𝑏𝑒𝑠𝑡𝑖 + (𝑤|𝑔𝑏𝑒𝑠𝑡𝑖|) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 

 
where, 𝑟1  is a random variable in the range [0,1] and w is 

given by: 
 

𝑤(𝑡) =  𝑒𝑥𝑝−(
𝑏𝑡
𝑇

)
𝑏

 (2) 
 
where, b is a constant t is the iteration number, T is the 
total number of iterations or function evaluations. 
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In the second phase of SCLO, deep greedy search is 

conducted to explore the space around the best solution 

and update its solution as per the following equations: 
 

𝑥𝑖 =  {
𝑔𝑏𝑒𝑠𝑡𝑖 + ((𝑟2𝑤(𝑢𝑏𝑖 − 𝑙𝑏𝑖))) 𝑖𝑓𝑟2 < 0.5 

𝑔𝑏𝑒𝑠𝑡𝑖 − ((𝑟2𝑤(𝑢𝑏𝑖 − 𝑙𝑏𝑖))) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 

 

where, 𝑟2 is another random variable in the range of [0,1], 

𝑢𝑏𝑖 , 𝑙𝑏𝑖  are the upper bound and lower bound of in the 

domain of 𝑥𝑖  , 𝑖 𝜖 𝐷 , D denotes the dimension of the 

candidate vector. This domain iteratively keeps on 

increasing as number of iterations keep on increasing. In 

the implementation of SCO for loss optimization of the 

translation model w plays a very important role it is 

responsible to create a balance between exploration and 

exploitations. The high value of w in the beginning help 

in searching the space effectively while low values of w 

can be useful in exploitation. The traditional meta-

heuristic technique is prone to get trapped in local optima, 

but SCLO keep on updating the candidate state in the 

second phase by using different algorithm if after m 

evaluations candidate does not changes its state. In other 

words, we can say that a counter c is being set off after m 

continuous function evaluation candidate does changes 

improve its fitness then a candidate has to update its state 

depending upon the Eq. (4). 

To regulate the fitness improvement a Boolean 

variable P is being taken which is set to 0 for an 

improvement and set to 1 for no improvement, the count 

of c increases whenever P is equal to 0, when c gets equal 

to m, then 𝑥𝑖  improves updates according to Eq. (4): 
 

𝑥𝑖 =  {
𝑔𝑏𝑒𝑠𝑡𝑖 + ((𝑟3𝑤(𝑢𝑏𝑖 − 𝑙𝑏𝑖))) 𝑖𝑓𝑟3 < 0.5 

𝑔𝑏𝑒𝑠𝑡𝑖 − ((𝑟3𝑤(𝑢𝑏𝑖 − 𝑙𝑏𝑖))) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4) 

 

where, 𝑟3  is a random variable that can have a value in the 

range of [0,1]. 

While updating the value of some variables of x can 

sometimes cause the values to go out of the range of upper 

bound and lower bound in that case candidate variables 

are updated as per Eq. (5): 

 

𝑥𝑖 =  {
𝑔𝑏𝑒𝑠𝑡𝑖  𝑖𝑓 𝑥𝑖 >  𝑢𝑏𝑖

𝑔𝑏𝑒𝑠𝑡𝑖  𝑖𝑓 𝑥𝑖 <  𝑙𝑏𝑖
 (5) 

 

In SCO the single candidate solution is generated by 

using loss optimization function to evaluate the losses 

occurred during training the model for machine 

translation on low resource data. 

The loss value comes after one iteration is being 

updated according to the steps of the algorithm rather than 

using traditional gradient based algorithms. As the 

iteration increases the loss function moves toward global 

convexity or global optimization. The single candidate 

value of x will come by using the Eq. (6): 

𝑥 = 𝑆𝑝𝑎𝑟𝑠𝑒𝐶𝑎𝑡𝑔𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑦, 𝑦)̂ (6) 

 

And then it is iteratively updated in search of a better 

solution. The steps of the algorithm for loss optimization 

of the machine translation model are as follows. As we 

have mentioned the process starts by generating a 

candidate solution by using Eq. (6), evaluating its fitness 

and recording this candidate as g best (global best 

position) and its fitness as global best fitness. 

This is a repetitive process that terminates when it 

reaches T function evaluations, we can also call it a total 

number of epochs. The candidate solution updates its 

position in two phases based on Eqs. (1 and 3), 

respectively. After updating the candidate position, the 

fitness of the newly generated candidate solution f(x) is 

evaluated and compared with f(gbest). If f(x) is better than 

f(best), then gbest and f(gbest) are replaced by x and f(x) 

respectively. The learning process is continued until a 

total number of function evaluations reaches T. 

The pseudo-code algorithm of single candidate loss 

optimization is presented in Table (2). 

As earlier, the SCLO algorithm has two phases 

exploitation and exploration. It has been shown in the 

paper (Shami et al., 2024) that SCO has outperformed all 

other optimization algorithms during bench mark analysis 

of unimodal functions which are given in Table (3). In 

exploitation, we do α function evaluations on unimodal 

functions given below in Table (3) and β evaluations 

based on the evaluation function mentioned in Table (4), 

unimodal functions are evaluated on three different values 

of D as given in Table (5) are used to optimize the 

hyperparameters used in the MT algorithm. The value of 

α and β are set to 250 each making total function 

evaluation equal to 500. 

To test the effectiveness of the SCLO algorithm we 

test it on 10 benchmark functions defined in Tables (5-6), 

which are divided for testing exploitation and exploration 

by using Unimodal and Multimodal functions 

respectively. Unimodal functions are used to test the 

optimization ability of SCLO since they have only one 

global optimum whereas multimodal function is used to 

assess the exploration ability as they have multiple local 

optima. The results are shown in the table for four 

dimensions 64, 128, 256, 512. 

From Table (5) it has been estimated that D = 256 is 

the best hyperparameter for the size of the loss 

optimization vector. In Table (6) we have done the 

function evaluation using a value of D = 256. 

Based on the statistical results which we have got from 

Tables (5-6), the final hyperparameters can be estimated 

and listed in the Table (7). 
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Table 2: Algorithm of SCLO 

1 Set c = 0, p = 0 and define the values of α, β and m 

2 Generate the initial candidate solution based on Eq. (6) and calculate its fitness f(gbest) on seven unimodal test functions 
described in Table 1 and Table 2 for the first and second phases 

3 while t < maximum number of function evaluations 

4 if t < α then 

5 Update the dimension position based on Eq. (1) 

6 else 

7 if p = 0 then 

8 c = c + 1 

9 end if 

10 if c = m then 

11 reset the counter c = 0 

12 Update the dimension position based on Eq. (4) 

13 else 

14 Update the dimension position based on Eq. (3) 

15 end if 

16 Transfer the gbest candidate solution to the model for updating weights of the model 

17 Calculate the fitness of the new candidate solution f(x) generated by Eq. (6) 

18 if f(x) is better than f(gbest) then  

19 gbest = x 

20 f(gbest) = f(x) 

21 p = 1 

22 else 

23 p=0 

24 end if 

25 t = t+1 

26 end while 

27 return gbest 

 
Table 3: Unimodal test functions for first phase 

S. No Fitness functions Range 𝑓𝑚𝑖𝑛 

1 𝑓1(𝑥) =  ∑ 𝑥𝑖
2

𝑛

𝑖=1
 [-100, 100] 0 

2 𝑓2(𝑥) =  ∑ |𝑥𝑖| + ∏ |𝑥𝑖|
𝑛

𝑖=1

𝑛

𝑖=1
 [-10,10] 0 

3 𝑓3(𝑥) =  ∑ (∑ 𝑥𝑗

𝑖

𝑗−1

)

2
𝑛

𝑖=1

 [-100, 100] 0 

4 𝑓4(𝑥) =  max {|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛} [-100, 100] 0 

5 𝑓5(𝑥) =  ∑ [100(𝑥𝑖+1 − 𝑥𝑖
2)

2
+ (𝑥𝑖 − 1)2]

𝑛

𝑖=1

 [-30,30] 0 

6 𝑓6(𝑥) =  ∑ ([𝑥𝑖 + 0.5])2
𝑛

𝑖=1
 [-100, 100] 0 

7 𝑓7(𝑥) =  ∑ 𝑖𝑥𝑖
4 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1)

𝑛

𝑖=1
 [-1.28,1.28] 0 

 
Table 4: Multimodal test functions for second phase 

S. No Function Range 𝑓𝑚𝑖𝑛 

1 
𝑓8(𝑥) =  ∑ −𝑥𝑖sin (√|𝑥|)

𝑛

𝑖=1
 [-500, 500] -418.9829 

2 
𝑓9(𝑥) =  ∑ [𝑥𝑖

2 − 10 cos(2𝜋𝑥𝑖) + 10]
𝑛

𝑖=1
 [-5.12,5.12] 0 

 3 
𝑓10(𝑥) =  

1

4000
∑ 𝑥𝑖

2 − ∏ cos (

𝑛

𝑖=1

𝑛

𝑖=1

𝑥𝑖

√𝑖
) + 1 [-600,600] 0 
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Table 5: Results of the average fitness of unimodal and multimodal function for different values of D 

S. No Function 
Statistical 
parameters D = 64 D = 128 D = 256 D = 512 

1 𝑓1 Mean Std 1.74E-11, 3.42E-11 4.29E-01, 3.62E-01 8.53E-2680 1.18E-01, 1.53E-01 

2 𝑓2 Mean Std 1.18E-06, 1.52E-06 2.83E-01, 4.98E-02 6.21E-2210 2.69E+02, 2.90E+02 

3 𝑓3 Mean Std 1.46E-04, 8.88E-04 6.77E+04, 3.77E+04 2.88E-1670 1.90E+04, 2.02E+04 

4 𝑓4 Mean Std 2.48E-06, 4.18E-06 3.97E+01, 7.28E+00 2.582E-14, 1.43E-13 4.78E+01, 4.18E+00 

5 𝑓5 Mean Std 1.97E+02, 2.45E-02 2.56E+02, 2.99E+01 1.78E+02, 5.29E-02 1.92E+05, 1.04E+04 

6 𝑓6 Mean Std 3.75E+01, 5.00E-01 3.77E+01, 1.60E+00 3.10E+01, 1.31E+00 1.38E+03, 1.74E+02 

7 𝑓7 Mean Std 2.97E-03, 2.50E-03 2.66E-02, 1.27E-02 4.85E-04, 4.10E-04 1.26E+00, 2.88E-01 

8 𝑓8 Mean Std -9.21E+03, 1.46E+03 2.53E+03, 2.33E+03 -2.698E+04, 2.98E+03 1.17E+01, 1.42E+00 

9 𝑓9 Mean Std 1.88E-11, 4.16E-11 4.88E+00, 5.92E+00 00 1.28E+02, 1.11E+01 

10 𝑓10 Mean Std 1.19E-07, 2.98E-07 4.93E-02, 1.96E-02 8.88E-160 4.77E+00, 3.78E+00 

Rank   2 3 1 4 

 
Table 6: Statistical result of exploitation and exploration phase for different values of b, α and β = 250 

S. No Func Statistical parameters b = 0.5 b = 1.2 b = 1.8 b = 2.4 b = 2.9 

1 𝑓1 Mean Std 3.22E-138 
1.36E-135 

1.78E-1670 2.25E-222 0 6.98E-2870 00 

2 𝑓2 Mean Std 1.38E-68 
6.92E-68 

6.66E-47 
4.37E-46 

2.21E-118 
1.25E-107 

3.42E-132 
1.79E-134 

4.28E-1970 

3 𝑓3 Mean Std 2.56E+01 
8.90+E02 

2.32E+01  
.95E-02 

1.98E+01 
3.86E-02 

2.72E+01 
1.35E-01 

2.58E+01  
10.02E-02 

4 𝑓4 Mean Std 1.37E-03 

1.28E-03 

1.48E-03 

1.40E-03 

1.44E-03 

1.41E-03 

00 00 

5 𝑓5 Mean Std 00 00 00 00 2.27E+00 
4.84E-01 

6 𝑓6 Mean Std 1.98E+00 
1.45E-01 

2.68E+00 
2.54E-01 

2.72E+00 
4.35E-01 

1.68E+00 
5.98E-01 

1.94E-02 
2.80E-02 

7 𝑓7 Mean Std 7.02E-03 

1.57E-02 

5.99E-03 

2.23E-02 

1.77E-02 

2.33E-02 

5.74E-03 

2.38E-02 

3.88E-02 

3.68E-01 

8 𝑓8 Mean Std 2.89E-03 
1.38E-01 

5.88E-03 
9.97E-03 

4.13E-01 
1.58E-04 

2.86E-01 
3.94E-13 

2.97E-010 

9 𝑓9 Mean Std -3.78E+00 
7.88E-04 

-3.86E+00 
7.38E-04 

-3.68E+00 
1.18E-03 

-2.56E+00 
1.76E-05 

-2.94E+00 
7.89E-05 

10 𝑓10 Mean Std -10.52E+00 

1.87E+00 

-9.22E+00 

1.43E+00 

-9.35E+00 

2.98E+00 

-8.89E+00 

3.16E+00 

-7.98E+00 

2.88E+00 

Rank   5 4 3 1 2 

 
Table 7: Hyperparameters used in single candidate loss 

optimization algorithm 

S. No Hyperparameter Value 

1 α 250 

2 β 250 

3 T(epochs) 500 

4 m 15 

5 b 2.4 

6 D 256 

 

In the next section, we will see the proposed Machine 

translation model which uses the SCLO algorithm tuned 

on hyperparameters stated in Table (7). 

Proposed Architecture of Machine Translation 

Model 

In the proposed architecture model, we have used a 

vanilla transformer with six layers of encoder and six 

layers of decoder, novelty is being introduced by adding 

an SCLO algorithm for loss optimization rather than 

traditional gradient-based optimization (Dogo et al., 

2018) which are prone to vanishing gradient and local 

optima problems, further Byte-Pair encoding is used for 
tokenization and text segmentation and BERT is used for 

contextualized word embeddings. These word 

embeddings are fed into the transformer model for 

machine translation. The hyperparameters that are used in 

SCLO are given in Table (7). 

Figure (2) shown below is the proposed context-based 

machine translation architecture which integrates BPE 

(Sennrich et al., 2016), pre-trained BERT (Devlin et al., 

2019), SCLO and a transformer (Vaswani et al., 2017). 

The transformer is represented in box form for illustration 

purposes, it executes all its functionalities as the standard 
transformer performs. 

In the next Table (8), step by step loss optimization 

process is explained, where SCLO is used as a loss 

optimization strategy. 
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Fig. 2: Proposed model architecture 
 
Table 8: Algorithm of proposed model 

1 L: Average Loss of the model 

2 E: Total number of epochs 

3 V: Input embedding vector 

4 D: Size of the input sentence 

5 For every epoch e in E 

6  𝐿𝑒 = 0 

7  For every i in D 

8  𝐿𝑖 = 𝑆𝑝𝑎𝑟𝑠𝑒𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑦𝑖 , 𝑦𝑖) 

9  𝑦𝑖 = 𝑆𝐶𝐿𝑂(𝑽𝒊) 

10  𝐿𝑒 =  𝐿𝑒 + 𝐿𝑖   
11  L = L + 

 𝐿𝑒

𝐷
 

12 L = 
𝐿

𝐸
 

13 return L 
 
Data Collection 

Data collection for low-resource language is a very 
challenging task, we have manually created data for the 
experiments as well as some data is being created by 
freelancers. The dataset is not very big it is 80 K sentences 
as it is a low-resource language and very little or no data 
is available for experiments. Low resource data falls into 
two categories either having little available data or very 
limited research work being done on that language, our 
language comes under both categories. The parallel 
corpus of Bhojpuri and English languages is built in two 
forms Ambiguous and non-ambiguous which contain 
ambiguous and non-ambiguous sentences respectively. 

Ambiguous sentences are 11000 approximately they are 
divided in the ratio of 7:3, out of which approximately 
7600 sentences are mixed with non-ambiguous sentences 
for training purposes. The remaining 3400 sentences are 
used for testing purposes. We have approximately 70000 
general non-ambiguous parallel corpus sentences which 
are used for training and testing in the ratio of 7:3. 

Materials and Methods 

In our research work, the material used is parallel corpus, 
ambiguous parallel corpus of English-Bhojpuri language, 

which has been described in the data collection section in 

detail, the proposed model is illustrated in Fig. (2) and its 

algorithm in Table (8).  

Results and Discussion 

The training data is a parallel corpus of the English-

Bhojpuri language; to train the proposed mode for 

ambiguous language, 11000 ambiguous samples have 

been taken for training and validation in the ratio of 7:3. 

In the training process the parallel corpus is passed to Byte 

pair encoding for tokenization and vocabulary creation 

after the segmented words are based to Pretrained BERT 

for generation of context-based embedding vectors. These 

vectors are passed into Transformer models for machine 

translation. The novelty is that we have used the single 

candidate loss optimization process for Loss optimization 

after every epoch or functional evaluation. The total 

functional evaluations by adding α, β functional 

evaluation is set to 500. The results have been evaluated 

based on the Bilingual Evaluation Understudy (BLEU) 

score, learning i.e., exact optimization time, iteration time 

in minutes, Accuracy and Precision. The hyperparameters 

used in designing the model are given in Table (9). 

In the result analysis, we have compared our proposed 

model with some other state-of-the-art models like 

mBERT, RemBERT, LASER, GEMBA for contextual 

embedding generation and used those embedding vectors 

for translation using transformers. These models have 

used their traditional ADAM optimizer for learning 

weights rather than novel SCLO. 

It is being found in the experiments that our model 

has outperformed other traditional word embedding 

models in terms of the quality of embedding vector 

generation when they are coupled with traditional 

transformers for machine translation. 

We have presented the results in three tables. Tables 

(10-12) covering all important performance metrics to 

evaluate the efficiency of our proposed model. 

Tables (8-9) represent the results in two parts in the first 

part we have compared the performance of our proposed 

model with metrics like Accuracy, Precision, training time 

per epoch and BLEU score for both variations ambiguous 

and non-ambiguous. In Table (9) remaining metrics like 

METEOR and RIBES are also being used to justify the 

performance of our model These metrics are the standard 

metrics that ensure the performance of the model and 

ensure that the novelty that is being used to train the weight 

parameters refer to Eq. (2) is more effective than traditional 

gradient-based algorithms. The accuracy of the model has 

been calculated using the following code snippet for every 

batch and then the average accuracy has been calculated 

after every epoch: 
 
 accuracy-metric = tf. keras. metrics. 

SparseCategoricalAccuracy() 
 batch-accuracy = accuracy-metric. result() 
 total-accuracu-per-epoch = batch-accuracy 
 accuracy-metric. Reset-states () # reset the accuracy 

state for the next batch 
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Table 9: Hyperparameters used in transformer model 

S. No Hyper Parameters Value 

1 Encoder and Decoder 6 

2 Encoder Embedding Dimensions 512 

3 Decoder Embedding Dimensions 512 

4 Encoder Attention heads 2 

5 Decoder Attention heads 2 

6 Dropout (Feed Forward Layer) 0.2 

7 Optimizer SCLO 

8 Number of epochs 500 

 
Table 10: Result analysis part one 

Model name Accuracy Precision Learning time per epoch in (sec) BLEU (general) BLEU (ambiguity) 

SCLO 0.9743 0.96734 2.56 0.77 0.61 

mBERT 0.9116 0.92353 4.32 0.56 0.47 

RemBERT 0.9209 0.91602 6.28 0.66 0.52 

LASER 0.9328 0.93207 5.12 0.59 0.52 

GEMBA 0.9308 0.94307 6.16 0.70 0.60 

 
Table 11: Results analysis part two 

Model Gleu (general) Gleu (ambiguity) Meteor (general) Meteor (ambiguity) Ribes (general) Ribes (ambiguity) 

SCLO 0.48 0.33 0.622 0.584 0.22 0.14 

mBERT 0.22 0.71 0.411 0.358 0.19 0.12 

RemBERT 0.221 0.175 0.532 0.476 0.17 0.11 

LASER 0.188 0.165 0.465 0.377 0.17 0.12 

GEMBA 0.42 0.34 0.579 0.451 0.22 0.12 

 
Table 12: Loss optimization results 

Model name Mean loss value (General) Mean loss value (Ambiguity) 

SCLO 0.03114 0.08745 

mBERT 0.07589 0.10852 

RemBERT 0.07358 0.11365 

LASER 0.10589 0.17662 

GEMBA 0.05784 0.11022 

 

In Table (9) we have presented a performance 

evaluation of some other translation metrics and compared 

the results of our proposed model with other models. 

In Table (11) the Optimized Loss value of SCLO 

algorithm has been shown it is calculated using algorithm 

designed in Table (6). 

The SCLO algorithm is used to provide an effective 

loss optimization technique than the traditional gradient-

based loss optimization techniques, the findings are 

shown in detail in our result section. 

Conclusion 

The paper concludes by stating that the translation of 

low-resource languages is a challenging task, as the data 

is less. The fewer data induce the problem of overfitting 

and gradient descent algorithms are not enough to 

perform the task of training the parallel corpus and 

solving the ambiguity problems. The machine 

translation models need ample amounts of data are few 

data causes overfitting, which is a type of the biggest 

challenge in machine learning. In our proposed work we 

have used the optimization algorithms in solving this 

problem by introducing the singe candidate loss 

optimization technique to optimize the loss not by 

gradient-based methods but by constraint-based 

optimization algorithms. Our results verified that the 

model is successfully implemented. In the future, we 

will use this technique to solve domain adaption 

problems which is another challenge in implementing 

machine translation models for low-resource languages. 
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